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PART - A (10 x 2 = 20 Marks)
Answer ALL Questions
Marks,
K-Level,CO
Define linearly independent set vectors. 2,K1.col
2. Write the vector (2,-5,3) as a linear combination of the vectors (1,-3,2), 2K2.c01
(2,-4,-1) &(1,-5,7).
3. Prove that in any vector space a.0 = 0 for each a € F. 2.K1,c02
Define linearly independent vectors. 2.K1.€02
5. Examine the map T: R—R defined by T(x) = x+3 , x € R is a linear 2.K1,C03
transformation.
6. Define kernel of a linear transformation. . 2.K1,C03
7. Provethat<x,cy>= €< x,y> 2,K1,C04

8. Let V be an inner product space, and suppose that x and y are orthogenal 2.K2.C04
vectors in V. prove that lx + I = lxli2+ 112
9. Define Right singular Vector. 2,K2,c0s5

10. Why we use SVD and PCA in Data Science. _ 2K2.€05

PART - B (5 x 16 = 80 Marks)

Answer ALL Questions
4. &) LR o 8,K3,COI
(i) Find the value of a and b if the matrix A=|1 -1 2 4]|isof
RS S S
rank 2.
(i1) Solve by LU Decomposition method 8K3.C0l
le = 613 = —22
“411"'712"’ ‘!‘Iz——‘ 3
OR
K1 — Remember; K2 ~ Understénd; K3 — Apply; K4 — Analyze; K5 — Evaluate; K6 — Create 12012
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b)
12 1)
b)
3. @)
b)
14. a)
b)
59

(i) Solve by Cramer’s rule
10x+y—z=12
2x + 10y —z =13
2x+ 2y — 10z = 14
(i) Solve the system by Gauss Elimination Method
5%, +3x; + 7x3 = 4
3x, +26x,+ 2x;=9
7x;+2x,+10x;=5

Show that R™ = {(x4,X5,X3, ., X, ): X; € R}is a vector space over F
with respect to addition and scalar multiplication defined component .

WiSE.
OR

(i) Prove that the intersection of two subspaces of a vector space V is
again a subspace of V.

(ii) Determine whether the set
w = {(1,0, 1), (2,5.1), (0,—4,3)} € R? is a basis for R®.

(i) Prove that there exists a linear transformation T: R* — R® such
that T (1,1) =(1,0,2) and T (2,3) = (1, -1,4). What is T (8,11)?
(ii) Let V and W be vector spaces and T: V— W be linear. Then
prove that T is one-one if and only if N(T) = {0}.
OR

State and prove Dimension Theorem.

(i) State and prove Cauchy-Schwarz inequality.
(ii) Compute the least square solution of the equations

x+5y=3
2x-2y =2
-X ty =5
Also find the least square error.
OR
(i) State and prove Gram-Scdmidth orthogonalization process.
1o -aioesl
(i1) Determine the QR-Decomposition of the matrix A= |0 1 0]
0zl

(1) Determine the matrix U, Z,V such that A=U =V’ where

o 9

(i1) Discuss the applications of Linear Algebra in Data Science.

K1 — Remember; K2 — Understand; K3 — Apply; K4 - Analyze; K5 — Evaluate; K6 — Create
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